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Abstract. This paper studies the problem of flow shop scheduling in order to minimize the maximum time of 
completion of all jobs. Taking into consideration all the aspects involved in scheduling this specific case of problem is 
one of the most important because of its applicability on the engineering field, many solutions being proposed for its 
solving. By combining priority rules with genetic algorithms, this paper offers a hybrid solution for solving this 
problem. 
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1. Introduction 

The flow shop scheduling problem occupies an 
important place in the planning of operations, 
having an important role in engineering. Problem 
description is as follows: starting from a set of m 
machines and n jobs that consists of a set of 
operations executed in the same order on a specific 
machine in a known time, it must be obtained the 
optimal planning scheme for which the completion 
time of all operations is minimized. 

Due to increasing complexity in the case of 
large problems the flow shop scheduling problem is 
one of the most difficult combinatorial optimization 
problems, proving to be NP-hard. 

One of the first methods used to solve the 
problem were the simple rules of priority and 
branch&bound techniques. Lately there is an 
increasing use of search methods in the solutions 
space (genetic algorithms, neural networks, tabu 
search, optimization methods with swarms of 
participles) capable of satisfactory results. 

In [1] a hybrid flow shop scheduling problem 
with assembly operations is studied. A number of 
products of the same kind are produced by 
assembling a set of several parts. Prior to the 
assembling all the parts are produced in a flow shop 
scheduling scheme. The considered objective is to 
minimize the completion time of all products. In 
order to resolve the problem an hierarchical branch 
and bound technique is engaged. 

In [2] the permutation flow shop scheduling 
problem is solved by using a discrete artificial bee 
colony algorithm, while in [3] a hybrid particle 
swarm optimization method is proposed for solving 
the problem of group scheduling in a flow shop 
scheme. Here, the problem is finding both the 
sequence for the jobs in each group and the 
sequence of the groups. 

In [4] the flow shop scheduling problem was 
solved by the means of two methods: integer linear 
programming, being able to solve problems with up 

to 10 jobs and an hybrid artificial immune 
algorithm. 

In [5] a no-wait flow shop problem where setup 
times depend on sequence of operations. The 
proposed problem considers sequence-independent 
removal times, release date with an additional 
assumption that there are some preliminary setup 
times. There are two objectives of weighted mean 
tardiness and makespan associated with the 
proposed model and a two-phase fuzzy 
programming is implemented. 

In [6] in solving the flow-shop scheduling 
problem with break-down times a genetic algorithm 
was used and in [7] the flow shop scheduling with 
sequence-dependent setup times and periodic 
maintenance activity problem is also solved by 
using a genetic algorithm. 

 
2. Hybrid genetic algorithm for flow shop 

scheduling  
A genetic algorithm (Figure 1) is a search 

method in the space of solutions mimicking the 
evolution of organisms. It is characterized by the 
existence of a population, individuals being 
represented by chromosomes consisting of a 
sequence of genes. In coding the problem a gene 
represents an operation and a chromosome 
corresponds to a solution. The quality of each 
solution is evaluated by the value of the objective 
function, this value dictating whether that individual 
will stand in the next population. Schematization of 
the problem can by either binary or with real values, 
being one of the most important aspects regarding 
the algorithm accuracy. In solving this specific 
problem an integer string is engaged embedded in a 
matrix. Operations that run on genetic algorithms 
are chromosomes reproduction, crossover and 
mutation. The crossover operator plays the most 
important part in the formation of new generations 
being responsible for the exchange of sub-pairs 
between chromosomes.  
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Figure 1. The fundamental structure of a genetic algorithm [8] 

 
In the present problem, the reproduction 

operator of the genetic algorithm is an elitist one in 
which individuals is arranged in the ascending order 
of their value of the objective function. The next 
generation is obtained by using the roulette wheel 
reproduction operator (each individual is assigned a 
portion of the wheel proportional to its value of the 
objective function). Crossover operator is two-point 
ring-like whilst the mutation operator is position 
based with random choice of the mutation position, 
the rates being 50 and 10 %. In the case of genetic 
algorithms one of the most common problems is the 
convergence to a local optimum point thus the tuning 
of the algorithm (Figure 2) using a set of restrictions 
is necessary. 

In the first phase generating initial population is 
no longer random, but by using simple rules of 
priority (SRPT, LRPT, MS, LPT, SPT) and only the 
remaining individuals are randomly selected to 
complete the population given as a parameter of the 
algorithm based on the problem’s complexity. 

In the following step, using the genetic operators 
(selection, crossover and mutation) the global search 
is initiated. To ensure a degree of diversity within 
generations the inverse matrix (Figure 3) is 
introduced by mirroring each chromosomes genes. 
Both obtained generations are then evaluated, 
assigning to each individual the value of its objective 
function. The next generation is formed by choosing 
from these two generations the most well-of 
individuals. As a stopping criterion a limited number 
of generations are established.  

One of the advantages of using this hybrid 
algorithm is the inverse matrix, thus insuring a 
greater degree of avoiding premature convergence 
to a local optimum, also reducing the number of 

generations needed to find the optimum. Also, by 
generating the initial population under some 
restrictions, unfeasible solutions are eliminated 
from the start. 

 

 
Figure 2. The tuning of the genetic algorithm  

procedure [9] 
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Figure 3. Inverting procedure [9] 

 
 
 
 

 
3. Computational results and comparison 

In this section the computational results of the 
hybrid algorithm developed for the flow shop 
scheduling problem are discussed. In order to 
balance performance and efficiency, the hybrid 
algorithm employed the generation limit as the stop 
criterion, terminating when it iterates the pre-set 
number of searching generations. 

In order to test the efficiency of the hybrid 
algorithm the results obtained from its use were 
compared with those achieved from the 
employment of a standard genetic algorithm. 

A problem consisting of six jobs which have to 
be flow shop scheduled on six machines is 
considered. The time cost matrix is given in Table 1. 

 
Table 1. Time costs for all jobs on all machines 

Jobs Machines M1 M2 M3 M4 M5 M6 
J1 2 1 2 2 1 1 
J2 1 3 2 3 1 3 
J3 3 2 1 4 1 1 
J4 1 1 1 4 5 1 
J5 1 1 1 1 2 1 
J6 2 2 1 1 2 1 

 
Both hybrid and standard algorithm’s 

population consists of ten individuals, the 
crossover, mutation and reproduction operators 
are the same and the number of generations is set 
to 200. In the second case the population consists 
of 30 individuals and the number of generations is 
1000. In both these cases as well as in others the 

results obtained by using the hybrid algorithm 
were better than those obtained by using the 
standard algorithm. In figure 4 and figure 5 it can 
be observed that the hybrid algorithm improves 
much faster without the need for additional time 
execution.  

 

 
Figure 4. Comparison between HA and SGA – 6 jobs on 6 machines 

 
4. Conclusions 

The flow shop scheduling problem is presented 
in this paper, a hybrid algorithm based on the 
integration of a standard genetic algorithm and 

simple priority rules being proposed to solve it. The 
main purpose of the research is to find new 
effective methods for solving flow shop scheduling.  

The algorithm presented in this paper, based on 
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its construction, has two great advantages compared 
to a standard genetic algorithm: by generating a 
controlled initial population the unfeasible solutions 
are eliminated from the start and the usage of the 

inverse matrix assures the diversity of the new 
formed generations and the avoidance of premature 
convergence to a local optimum. 

 

 
Figure 5. Comparison between HA and SGA – 10 jobs on 10 machines 

 
Two cases are presented and the computational 

results show that the hybrid algorithm improves 
much faster and has better results than a standard 
genetic algorithm. 
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